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While the use of observation to disprove theories, the basis for modern scientific thought, has its origin in the 17th century, clinical research is a relatively new endeavor. At its core, clinical research involves the analyses of empirical data (information observed in nature) in an attempt to answer some discrete clinical questions. All research activities should begin with the development of a specific research question. For most questions, it is impossible to make observations from the entire population of interest; therefore, clinical research is conducted within a sample. While the distinction and relationship between the population and a study sample are straightforward concepts, they are fundamental to understanding issues related to study validity and statistical inference. Internal validity is the degree to which observations accurately reflect what they are intended to measure. A research design is never perfect, and internal validity of observations can be threatened in two major ways: systematic error and random error. Proper planning, design, and analysis are essential in minimizing the impact of these threats to the validity of scientific observation. The extent to which internally valid research findings can be inferred back to the population of interest and other populations is termed “external validity.” The key to correctly translating the results of a research study to the population of interest rests in the ability to assure that the study was designed and executed in a manner minimizing internal errors (internal validity) and that the research was conducted in a sample that accurately reflects the population (external validity) of interest.

The relationship among the population and sample and validity of inferences is depicted in Figure 1. Suppose an investigator is interested in knowing whether a new drug or intervention is effective at...
Reducing low-density-lipoprotein (LDL) cholesterol in patients with coronary artery disease (CAD) using a randomized controlled trial (RCT) methodology. Because it would not be feasible to enroll the entire population of patients with CAD, the investigator must implement the research plan in a sample of patients. Ideally, the study sample would be randomly drawn from the population of interest. However, this is almost never possible, and study samples are often enrolled from a logistically convenient population (e.g., men with CAD, age 55–75 years, who are recruited from an academic medical center). Nevertheless, observations from the sample are then extrapolated back to the population of interest using statistical inference to quantify random variation and the role of chance. From the previous example, the investigator observes that subjects receiving the new drug have their LDL cholesterol reduced more than those who do not receive this new drug. Using a statistical test, the investigator is able to probabilistically quantify the likelihood that the observation could have been attributable to random error. If the role of random variation can be ruled out and the study is relatively free of systematic errors (not biased), the investigator can then make inferences about causation to the general population. That is, the finding that a new drug is able to reduce LDL cholesterol levels among men with CAD, age 55–75 years, can be further generalized to the ability to reduce LDL cholesterol in everyone. It is important to note that the external validity, or generalization of study findings, is predicated on sound internal validity. This article describes the basic study designs available for clinical researchers, discusses their advantages and disadvantages with respect to minimizing threats to internal validity, and explains how to balance research validity requirements and study feasibility.

Clinical research design

Clinical research can generally be classified into two distinct categories: observational and experimental. Experimental research entails any research in which the investigator intervenes in a population for the sole purpose of evaluation. The RCT is the predominant type of experimental clinical research. Research that is observational makes no attempt to intervene in the study sample for exclusively investigational purposes. It includes a wide variety of study designs.
types, ranging from traditional epidemiologic cohort and case–control studies to quasi-experimental time series methods in which natural experiments are conducted. Natural experiments are conducted in situations in which the factor under study cannot be controlled, and those who experience the factor are compared to those who do not (e.g., a study comparing individuals living near a natural disaster epicenter compared to those who do not). Drawing from an epidemiologic framework, the variable of inquiry is often termed an exposure and can include clinical programs, environmental hazards or conditions, or consumption of prescription drugs.\textsuperscript{2,3} Observational research can also be classified as retrospective or prospective with respect to the perspective of the investigator. For example, an observational cohort study is prospective if study subjects are followed in real time and data about exposures and outcomes are collected. In contrast, in a retrospective cohort study, all exposures and outcomes have occurred and the investigator recreates the time sequence using existing data, such as the medical record or administrative claims. All experimental research by nature is prospective.

**Causal inference**

Regardless of study design, results can only be inferred to the population if they are internally valid and bias, confounding, and chance can be reasonably minimized. Typically, clinical research involves analyzing the association between two or more variables. One or more variable is termed an outcome (dependent) variable, and the others are termed predictor (independent) variables. Association or correlation between the dependent and independent variables is often interpreted as a cause and effect relationship. However, establishing true causality requires more than just an observed association. Sir Austin Bradford Hill,\textsuperscript{4} in a classic epidemiology article, laid out several criteria that, if present, strongly argue in favor of causation between two variables. Hill’s criteria included the following:

- **Strength of association**—the validity of observation as well as the magnitude of the association estimate,
- **Consistency**—the reproducibility of the association in independent studies,
- **Temporality**—the time sequence consistent with cause and effect,
- **Biological gradient**—the dose or exposure response,
- **Biological plausibility and coherence**—the association biologically believable and consistent with current scientific thought,
- **Specificity**—the concept stipulating that one cause leads to a single effect,
- **Analogy**—the cause–effect relationship that exists between similar variables, and
- **Experimentation**—the removal of the variable in question, which decreases effect.

While the merit of each of these criteria has been debated (e.g., specificity implies that one exposure leads to one effect, which is not always true) in modern clinical research, the criteria remain useful in framing discussions about the relative strengths and weaknesses of different study designs.\textsuperscript{5} This may be especially true for practice-based research settings where conducting true experimental research is not practical and observational methods predominate. Specifically, establishing the causal link between a predictor and outcome variable involves evaluating the strength of association and the validity of the observation, which means ensuring that the relationship is not attributable to bias, confounding, or chance.

**Chance.** Chance is the likelihood that the studied observation is the result of random variation. The role of chance in research is quantified through statistical tests (inferential statistics), and different study designs and data types require different statistical approaches. While detailed discussion of inferential statistics is beyond the scope of this paper, it is worth mentioning that ruling out chance as an explanation for an observed association is rarely the most vital issue related to study validity. General causal inference, as opposed to statistical inference, is a nonquantitative process that involves consideration of study observations as well as Hill’s criteria, such as biological plausibility and consistency. This article examines specific research design methods and describes practical aspects of conduct and the relative advantages and disadvantages in minimizing bias, confounding, and chance.

**Bias.** Bias is a broad term for diverse scenarios in which systematic error in measurement of observations causes a nonrandom distortion of the true association, or lack thereof, between a predictor variable and an outcome variable.\textsuperscript{6} While there are many different types, biases are generally categorized one of two ways: selection bias and information bias.\textsuperscript{7} Selection biases occur when subjects are selected for a study in a way that creates a false association. One common type of selection bias encountered in observational studies is termed “healthy user bias.” This bias was prominently highlighted as the reason for the disparate findings between observational studies demonstrating cardiovascular benefit of hormone replacement therapy (HRT) and the contrasting results of the Women’s Health Initiative and the Heart and Estrogen/progestin Replacement Study trials.\textsuperscript{8-11} Before the publication of these two landmark RCTs, data from methodologically strong observational studies had suggested that use of HRT protected against heart disease. However, when the question was finally studied in a randomized setting, the opposite was observed—HRT did not protect
against, and may have increased, the risk of heart disease. The health-user bias is based on the premise that, in observational studies, subjects are not randomized to treatment groups and are, in a sense, self-selected; therefore, important differences in comorbidity and lifestyle may also be selected. For example, it is likely that women in the original observational studies who were taking HRT also engaged in other healthy dietary and lifestyle activities compared to women who were not taking replacement therapy. Additionally, it also may be plausible that the women in these observational studies who were adherent with HRT were also more adherent with their other drugs known to reduce the risk of heart disease (e.g., antihypertensives) or were more actively engaged in other preventive measures.

The other primary type of bias is called information bias. Information bias occurs when the method of data collection is systematically different between study groups. In contrast to selection bias, information bias relates to systematic errors in how a variable is measured. One commonly cited type of information bias is recall bias, which arises when subjects have differential recall of key variables that are related to their study group allocation. An example would be a case–control investigation of drug exposure in patients having a suspected adverse drug reaction. Those experiencing the adverse reaction may have a more heightened recall of everything they had ingested in the immediate past compared with those who did not have an adverse reaction. It is critical to note that, unlike chance and confounding, biases cannot be quantified easily and can only be eliminated or minimized in the design stage.

Confounding. Confounding occurs when the study association is partially or entirely mediated by a third factor. Confounding is classically depicted as the interplay among three variables—A, B, and C—where A is the exposure of interest, B is the outcome, and C is the potential confounder. For C to be a confounder, it must be associated with the exposure, be a true cause of B, and not be in the causal pathway (an intermediary) between A and B. An observational study examining exposure to thiazolidenediones (A) among individuals with or without heart failure (B) might be confounded by the third factor of severity of disease (C). Because diabetes is an independent risk factor for development of heart failure and is associated with being prescribed a thiazolidenedione, it is reasonable to speculate that an observed association between thiazolidenedione use and heart failure might be explained by the confounder of poorly controlled diabetes. Control of confounding is critically important in observational research, but it may also be problematic in nonrandomized, experimental research (quasi-experimental). Unlike biases, confounding is not necessarily introduced through a faulty study design but rather is a result of complex relationships between observed and unobserved factors. Additionally, unlike bias, confounding can be analytically managed and adjusted for using different design or analytic strategies. The most powerful method for controlling confounding in experimental research is randomization. In theory, randomization equally distributes known, unmeasured, and unknown subject characteristics (e.g., disease severity, age) that may confound associations of interest. While randomization greatly increases the likelihood of producing an equal distribution of potential confounders, it is not a guarantee and study group differences may persist. Because randomization is not always feasible, accounting and control of confounding in observational research are critical. There are four generally accepted methods to control for potential confounders in observational research—restriction, matching, stratification, and multivariate analysis. The first two methods must be implemented during the design stage, and the latter two can be handled during analysis.

Restriction, or exclusion, is a technique in which individuals with variables suspected to be confounders are excluded or restricted to a particular value from the study with the aim of producing a more homogeneous study sample. For example, if one were to conduct an observational study examining the impact of a new drug for hyperlipidemia on cardiovascular endpoints, it would be important to control for the difference in smoking status between groups. One way to achieve this would be to restrict your study sample to either all smokers or all nonsmokers. Matching is a procedure where study patients are matched to controls on one or more potentially confounding variables. Confounding can also be minimized by stratifying by the confounding variable. This is similar to exclusion, except each level of the confounding variable is analyzed separately. From the example above, instead of excluding one group contingent on smoking status, the investigator analyzes the association between lipid-lowering drug use and cardiovascular outcomes among smokers and nonsmokers separately. Finally, multivariate analysis is one of the most commonly used techniques to control for confounders in observational research because it can statistically adjust for a multitude of variables simultaneously using regression techniques.

Observational research designs

Because of the time and expense required for experimental clinical research, observational research offers the most opportunity for practice-based research. However, unlike experimental research, observational research can suffer from many threats to validity, requiring careful design and interpretation. The choice
of research design will depend on a number of factors including the research question, data availability, setting, time, and resources available. The most basic type of observational research is descriptive research. Descriptive studies are typically the first scientific inquiry into new areas of interest or concern and aim to provide clues about causation for further analytic research. Examples of descriptive study designs are case reports, series, and surveillance reports. The goal of analytic research is to test hypotheses about the association between two or more variables in order to further arguments about causation.

**Cohort studies.** Cohort studies are the most intuitive and straightforward of all observational research. The hallmark of all cohort studies is the following of groups, or cohorts, of subjects through time (virtual or real) with ultimate ascertainment of their development of a disease or outcome. Group assignment is typically defined by exposure (e.g., patients taking HRT) or magnitude of exposure (e.g., drug dosing). Cohort studies can be either prospective (real time) or retrospective (virtual time). In prospective cohort studies, cohorts are enrolled in the study by the investigator at the inception of the study and followed through time to ascertain the development of outcomes or diseases. Retrospective cohort studies involve using a previously existing data set, such as an administrative claims data set or medical record, to virtually assemble the exposure cohorts and ascertain and analyze what occurred following cohort assignment. Both have differing advantages and disadvantages.

Observational cohort studies are powerful study designs because they ensure, by definition, that exposure precedes outcome. Additionally, unlike other observational designs, cohort studies enable direct estimation of disease or outcome incidence rates or risks. Incidence rates between exposed and unexposed groups are then compared to estimate rate ratios. Because the cause always precedes the outcome in a prospective cohort study, these studies are less susceptible to selection bias. An investigator performing a prospective cohort study would not know which subjects would eventually develop an outcome because the outcomes have not occurred. Cohort studies are also useful in exploring multiple outcomes associated with an exposure. This is especially relevant for observational studies of drug effectiveness because multiple outcomes, as well as adverse reactions, can be evaluated. There are, however, several limitations inherent in the conduct of cohort studies. Prospective cohort studies can be very time-consuming and expensive to complete. If appropriate data exist, retrospective cohort studies can be completed with considerably fewer resources. Cohort studies are also inefficient for evaluating rare outcomes that have long latent periods (e.g., cancer prevention). Unless appropriate safeguards are established, such as blinding, cohort studies are prone to information biases. Another major challenge of conducting cohort studies is patient follow-up. Loss to follow-up can result in a diminution of the number of outcomes observed and subsequent statistical power. Even more critical, loss of follow-up within cohort studies can be a major source of selection bias. Like other types of study designs, subjects who drop out of cohort studies do so for a reason that is unlikely to be random. Unlike prospective studies, little or no information is available as to why the subject dropped out of the study and nothing can be done to follow up with patients who have dropped out. Finally, channeling bias can also be an important problem since clinicians do not prescribe drugs to patients at random. Clinical, functional, and social characteristics likely influence which patients are prescribed specific drugs and which are not. If these factors are independent risk factors for the outcome of interest, then a channeling selection bias will exist. Channeling bias is also sometimes termed “confounding by indication.”

**Case–control studies.** Case–control studies, unlike cohort studies, work backward analytically from outcome to exposure. Because exposure and outcome are not temporally sequenced, case–control studies are sometimes poorly understood and misinterpreted. In contrast to a cohort study in which study groups are defined by exposure, study groups within a case–control study are defined by the outcome. Subjects who have an outcome of interest (cases) are typically compared to subjects who have not had an outcome (controls). Once cases and controls have been identified, their exposure history is ascertained and compared. Because study groups are not defined by exposure status, incidence rates and associated measures of association (e.g., incidence-rate ratios) cannot be directly calculated. Case–control research will produce an odds ratio (OR), reflecting the ratio of odds of exposure among cases to the odds of exposure among controls. When the prevalence of disease in the population is rare, ORs are good estimates of the underlying relative risk ratio of the outcome given exposure. Under most sampling conditions, it can be shown that ORs only marginally overestimate or underestimate relative risk when the cumulative incidence of an outcome is less than 10%. For questions involving adverse drug events that are relatively rare, it may be advantageous to use a case–control design because of the efficient use of identified cases that experienced the adverse event. In contrast, if one wished to understand both the benefits and risks of a drug in a real-world environment, a case–control study would not be ideal.
because a case–control study can evaluate only one outcome.

Case–control studies are relatively inexpensive to conduct and are the most efficient observational design when outcomes are relatively rare. However, case–control studies are also the most susceptible to both selection and information biases. Selection bias can present itself as a result of selection of both cases and controls. When selecting cases, newly diagnosed subjects (incident cases) or subjects with a previously existing disease (prevalent cases) can be selected. In most situations, it is advisable to select incident cases in order to avoid confusing any causal association from an association with disease survival. For example, if sampling includes both incident and prevalent cases of a disease that has significant early mortality, then the sample population would be overrepresented by individuals who had survived long enough to be studied and would be unrepresentative of the true target population. Selection of controls is more complicated and critical for producing unbiased estimates of association. Ideally, control substances should be from the same source population that gave rise to the cases. Any restrictions applied to the selection of cases also need to be applied to controls. Several commonly cited control sources include hospital-based controls, general-population controls, and case-relationship controls. Hospital-based controls are, for some, a readily available source of information about previous exposures and can also be similar to the case group with respect to site of identification. However, hospital-based controls are inherently ill and may not reflect a healthy nondiseased population. This may lead to an overestimate or underestimate of risk if controls are less or more likely to be exposed to the proposed risk factor by virtue of their hospital status. Another commonly used control source is from the general population enrolled through random-digit phone number dialing or other outreach activities. While this approach may produce a control group that originates from the same source population as cases, it is also more expensive and time-consuming. Additionally, a general-population control sample does not assure unbiased selection because controls who are available by phone or interview may be systematically different than cases in important ways (e.g., they are home during the workday). Another commonly used control group is made up of individuals who have a friendly or proximal (e.g., neighbor) relationship with a case. These controls may be more willing to participate in the study than subjects selected from the general population because of their relationship to the case. They are potentially similar to cases on factors that may be related to the exposure and could therefore help control for confounding. The main disadvantage of using relationship controls is that the exposure of interest may also be related (e.g., diet, exercise habits) and may not be truly representative of the source population.

Case–control studies are especially prone to information biases because the temporal sequence between outcome and exposure is reversed. Cases and controls may remember past exposures and experiences in different ways. Because cases have the disease or outcome of interest, they may be more probing or thoughtful when examining past exposures or activities compared to controls. This differential assessment is termed “recall bias.” If one is examining the association between a disease and past prescription-drug exposure among patients enrolled in a health care plan, he or she should use administrative prescription claims data or medical records to ascertain past exposure most reliably and eliminate the possibility of recall bias. In this situation, control selection is still critical, but it is unlikely that cases and controls would differ systematically in their recall of past exposures because exposures are determined using an existing data set that was populated presumably before they were designated as study participants. In the absence of these types of data, other methods are available, such as blinding the subject or observer to case–control status and using multiple potential risk factors to screen and blind to the true hypothesis. Diagnostic bias is a similar type of information bias in which the diagnosis of a disease is influenced by past exposures. For example, a case–control study exploring the association between oral contraceptive use and venous thrombosis could potentially be biased by virtue of the fact that clinicians may be especially vigilant of this condition among women who use oral contraceptives.

Specialized case–control studies.
Several specialized types of case–control trials exist and mix elements of other observational designs. Nested case–control studies are case–control studies that are embedded into existing prospective cohort studies. They are particularly useful when additional collection of data (beyond what is defined at cohort inception) is needed. Nested case–control studies are only assayed on a sample of subjects with and without disease, which dramatically reduces the costs of running tests on the entire cohort. Additionally, because all data are collected before outcome occurrence, a nested case–control study is unlikely to be impacted by recall bias. Another variant of the case–control study is the case-crossover. Case-crossover studies borrow methodology from the experimental crossover design in which study subjects randomized to a treatment for a period of time crossover into the placebo group to serve as their own control. For each case, a period of time before disease development, or hazard window, is selected to ascertain exposure. A second time period preceding the case-
hazard window is selected for ascertainment of control-period exposure. Case-crossover studies are best suited for diseases that are believed to be rapidly occurring upon exposure (e.g., acute triggers of myocardial infarction), and the exposure should be something that varies over time. Because each case serves as his or her own control, case-crossover studies are adept at controlling for many potential confounders as well as selection bias. However, confounding variables may still distort outcome-exposure associations if they change over time.

**Cross-sectional studies.** Cohort and case–control studies can broadly be described as longitudinal because the association between an exposure and outcome is observed in at least two discrete time points. Both designs incorporate a temporal sequence between exposure and outcome that is intrinsically required for establishing a causal effect. The cross-sectional design assesses both exposure and outcome simultaneously and is sometimes characterized as a snapshot in time. In contrast to cohort and most case–control studies, cross-sectional studies deal with prevalent cases. A cross-sectional study is a reasonable option for quickly exploring a series of exposures and one or more prevalent diseases. However, because the timing of exposure and disease is unknown, causality is difficult to establish. A cross-sectional design would be a reasonable approach if one were interested in assessing the prevalence of aspirin use among a population of patients with known cardiovascular disease for quality-assessment purposes.

**Experimental research**

The RCT is one of the great advances in medicine and is recognized as the gold standard for medical evidence. When executed properly, the RCT can effectively eliminate issues of confounding and minimize many types of bias which plague most observational research. Among the hierarchy of medical research, the RCT is typically considered the best type of research design for determining causality and, therefore, is the foundation for determining the effectiveness of health technology. With this research design, study subjects are randomly assigned to treatment or control groups. The purpose of the random assignment is to eliminate selection bias and any confounding that may occur caused by an imbalance between study groups. Random assignment of patients to a particular treatment usually results in study groups that are well matched when comparing important characteristics, such as sex, age, disease severity, and comorbidities. However, random assignment of patients into study groups does not guarantee matched groups because this process is subject to chance. Therefore, it is still important to collect, analyze, and report patient demographics and other important potential confounding characteristics. A well-designed study may still try to adjust for any confounders that may be present, especially if there are a large number of known potential confounding variables. While minimizing some types of bias, random assignment of patients does not affect bias that can occur in a study after patients have been assigned to their treatment groups. However, these types of bias can often be minimized through blinding and the use of standardized objective outcome variables.

**Randomization.** Subjects can be randomized using a number of methods, some of which are considered better than others. A truly random process will usually result in more closely matched groups. The use of a random-number generator to assign patients to a study group is considered a strong randomization method. Methods such as assigning subjects to study groups based on the day of the week or alternating enrollment order are not truly random and should be avoided. However, even a randomization process that is carefully executed can lead to unequal distribution of subject characteristics by chance, especially if the study sample is small. To protect against this, a system called “permuted block randomization,” or block randomization, was developed. Block randomization assures that there will not be a large imbalance between study groups at any point during enrollment. With this method, random assignments are made in blocks, each containing the same number of treatment and control patients. For example, if an RCT has a randomization algorithm to two groups (treatment and placebo) with a block size of four, two subjects would be enrolled in every group for every four subjects enrolled, and the order in which they would be allocated would be randomized again at every block (TTPP, PPTT, TPPT, PTPT, PTTP, or PTTP). If subject characteristics are systematically different at one period of enrollment compared to another period, a blocked randomization would guard against the inadvertent randomization of one characteristic to one study group. Smaller blocks may be used to have more control over the influx of patients into a particular arm of the study and to ensure that group sizes are very similar. However, small block sizes may make it easier to guess to which group the next patient may be enrolled, potentially leading to a bias. For example, if it is believed that a particular study subject may benefit more from being in one of the study groups, efforts may be made (intentionally or not) to enroll the patient in that study group. To reduce the likelihood of an investigator being unblinded to the blocking scheme, the block size can also be randomly changed.

**Blinding.** Blinding, or masking, is a method of eliminating or reducing two types of information bias in a study that occur after a subject’s enrollment. The first bias
occur when subjects know that
they are being studied and may act
and react differently than they oth-
erwise would. This patient bias is
term the Hawthorne effect. For
example, subjects randomized to
a treatment might respond better
to the treatment if they know what
it is and might not respond if they
were assigned to a control group.
The first method of blinding, called
a single blind, attempts to keep the
study subjects from knowing which
group they were assigned to. Blind-
ing is often accomplished by using a
placebo treatment, which minimizes
the impact of the Hawthorne effect
on the outcomes being studied. Note
that blinding does not eliminate the
Hawthorne effect. The placebo effect,
a specific type of Hawthorne effect in
which patients respond to receiving
an inactive placebo, has been well
documented in numerous studies. However, blinding the patients to
their group assignment often mini-
mizes differential Hawthorne effects
so that all study groups experience a
similar degree of change.

The second type of information
bias reduced by blinding is inves-
tigator detection bias. When an
investigator is aware of the treatment
status, outcomes may be (subcon-
ciously or consciously) interpreted
and ascertained in biased fashion
based on preconceived notions of
efficacy. Specifically, an investigator
who prefers a particular therapy may
interpret the outcomes of patients
receiving that therapy as being better.
The investigator may also influence
patient responses to the outcome.
Preventing the investigator from
knowing the study subject’s group
assignment prevents these investigator
biases from occurring. Clinical trials
that blind the investigator as well as
the patient are termed double blind.
Therapies that have pronounced and
rapid adverse effects on the body,
such as severe nausea, can often lead
patients or investigators to correctly
guess which group they were as-
signed to. When a therapy with no-
table adverse effects is being studied,
the investigators should have an exit
interview assessing whether patients
or investigators were successfully able
to identify group assignments.

**Intention-to-treat (ITT) analysis**

As with other types of studies, RCTs are also susceptible to attri-
tion bias. Attrition bias is a type of
selection bias in which subjects are
lost to follow-up or are noncompli-
ant in a way that is not random with
respect to study group assignment.
For example, if less healthy subjects
randomly assigned to a new drug
experienced an adverse reaction that
caused them to drop out at a higher
rate than similar subjects random-
ized to placebo, a bias may be intro-
duced. Unlike retrospective studies,
reasons for attrition may be collected
and explored, potentially reducing
the effect of the bias. One method of
accounting for this is analyzing data
according to the ITT principle. The
ITT principle stipulates that all ran-
domized subjects need to be account-
ed for in the analysis. Other analytic
approaches include per-protocol, in
which only subjects who comply with
the protocol are analyzed. However,
only ITT preserves initial randomiza-
tion and is the preferred method for
standard RCTs. Analysis according
to the ITT principle will produce the
most conservative estimates of treat-
ment effect and produce results most
likely to be consistent with the null
hypothesis of no difference between
groups. If missing data and lost pa-
tient follow-up are large enough, bias
can persist despite application of ITT.
Several data imputation methods ex-
ist, ranging from the last observation
carried forward to statistical model-
ing techniques; however, all available
methods operate on assumptions
that are sometimes questionable.

**Noninferiority trials**

Specialized noninferiority or
equivalence RCTs are conceptually
different because the null and alter-
native hypotheses are reversed. In
contrast to a standard superiority
RCT, the null hypothesis in a nonin-
feriority trial is that a difference exists
and the alternative hypothesis is that
no difference exists (or, more accu-
rately, the difference is within some
small margin). Noninferiority trials
aim to demonstrate whether a new
treatment is therapeutically equiva-
 lent to an existing treatment. Because
ITT effectively dilutes any treatment
effect, it will produce results more
likely to reject the null hypothesis of
a difference and accept the conclu-
sion of noninferiority or equivalence.
As a result, a per-protocol analysis is
the recommended approach for these
types of RCTs.

**External validity of RCT**

RCTs are typically designed to es-
timate the efficacy of a drug, device,
or procedure under experimental
conditions designed to maximize in-
ternal validity, which essentially is the
ability of a study to eliminate con-
founding and determine the impact
of a therapy on the outcome. In an
effort to minimize confounding and
bias, RCTs often employ procedures
that are not common in clinical prac-
tice and threaten the study’s external
validity (applicability and generaliz-
ability of the study’s findings). For
example, studies may limit the study
subjects to healthier volunteers using
strict inclusion criteria. By keep-
ing the studied population more
homogeneous, a smaller number of
patients are needed to show a differ-
ence between treatment and control
groups. However, people enrolled
in clinical trials may be very differ-
ent from those in clinical practices
where a greater disease burden, more
extremes of age, a greater ethnic dis-
pparity, and other patient factors may
dramatically influence outcomes. In
addition, procedures conducted in
clinical trials, such as greater time
spent with a clinician, more frequent
laboratory assessments, surveys, and
more frequent assessment and reinforcement of adherence to the study medications, are not always the same in clinical practice. As a result, study subjects display higher adherence rates, are more likely to have minor adverse drug events identified, may have serious adverse drug events caught sooner, and are more likely to have positive outcomes. Different types of study designs have been developed to address some of these limitations of RCTs and extend the findings to these other populations of interest.

Clinical trials designed to answer questions important to health care decision-makers are termed practical (or pragmatic) clinical trials (PCTs). Unlike RCTs, PCTs compare relevant treatments instead of comparing to a placebo, include patients who more closely resemble the general population, and include a broad range of relevant (usually terminal) health outcomes instead of focusing on intermediate health outcomes. With PCTs, patients are still randomized to a therapy. Outcomes data are often collected for a large number of patients using a registry. An example of a frequently cited PCT is the Antihypertensive and Lipid-Lowering Treatment to Prevent Heart Attack Trial.29

Quasi-experimental research. Quasi-experimental methods encompass a spectrum of research designs that have elements of both experimental and observational designs. Quasi-experimental research is particularly useful for policy and programmatic changes in health care systems because changes in exposure are adopted for entire populations and randomization is logistically impossible and not politically feasible. Similar to observational cohort studies, subject assignment to a study group is not random and is either self-selected or selected through administrative policy selection. However, the investigator or policy originator may have considerable discretion as to who receives the intervention and when.

Derived from the social sciences, major quasi-experimental designs can generally be classified into three groups in ascending order of methodological hierarchy: (1) pre–post designs with no control group (i.e., each subject serves as his or her own control), (2) pre–post designs with control groups, and (3) interrupted time-series designs with or without control groups. There are many other permutations of these basic designs; however, their use is uncommon and they are discussed elsewhere in detail.31

Quasi-experiments suffer from many of the same methodological drawbacks as other nonrandomized observational designs. The most commonly cited threat to internal validity within quasi-experimental research include controlling for important confounders (e.g., secular trends) and regression to the mean. A secular-trend confounder is a pattern of behavior or practice in the study population occurring at the same time as the phenomena of interest that could be responsible for the study observations. For example, a study evaluating the implementation of a prescription-drug, cost-sharing policy in an insured population might be confounded by other changes in prescribing behavior unrelated to the policy, such as changes in the standard of care or a separate policy. Regression to the mean is a type of selection bias to which quasi-experimental studies are especially prone. This bias occurs when study subjects are chosen based on an extreme observation. Retesting the observation or outcome will likely move the sample mean toward the population mean because it is more likely that individuals in the group will do better (since they were already chosen for having an extreme value on the first observation). For example, evaluating a disease-management program focusing on patients with heart failure identified through a hospital after an exacerbation would likely have a sample of patients with high initial care needs and costs. However, over time, their disease would likely stabilize independent of the program.

Uncontrolled pre–post designs are commonly encountered quasi-experimental designs and involve a single pretest observation (O1) and the intervention (X) followed by a single posttest observation (O2). Under this design, O1 serves as the control for O2. However, if the sample population were selected based on a threshold level of the initial observation (O1), it would be difficult to discern if observations made during O2 were attributable to X or regression to the mean. Selecting a control group from a similar population for this analysis better controls for regression to the mean and secular confounding, as well as other confounding factors. For example, an investigator exploring the impact of a previous authorization policy for brand-name nonsteroidal antiinflammatory drugs (NSAIDs) on total NSAID use in a state Medicaid population could select some other nonrelated drug class (e.g., statins) within the same population or compare NSAID use in another state Medicaid program if possible. Controlled pre–post designs are commonly described using the following notation:

\[
O_{1a} \times O_{2a} \\
O_{1b} \times O_{2b}
\]

Finally, the interrupted time-series design with or without a control series is the strongest quasi-experimental design. It is especially well suited for interventions that occur abruptly, such as policy changes.30,32 Time-series analyses are similar to pre–post designs except multiple observations are made before and after the intervention:

\[
O_1 O_2 O_3 O_4 O_5 O_6 X O_7 O_8 O_9 O_{10} O_{11} O_{12}
\]
By collecting a series of observations, both before and after the intervention, time-series analyses are better able to control for confounding secular trends and regression to the mean. Additionally, time-series studies are able to explore the impact of the intervention immediately and in a longer time period. Figure 2 shows a common analytic approach to time-series analysis called a segmented regression model. This model allows an investigator to examine immediate changes in use ($\beta_2$), as well as changes in the overall trend ($\beta_3$) after a populationwide intervention, such as implementation of a prior-authorization process for drugs. A control series from the same population, but with unrelated outcomes, or a different population can be incorporated to further strengthen the design. This may be necessary if another intervention also affecting the outcome measure was implemented concurrently. The reader is referred to the work of Ray$^{30}$ and Wagner et al.$^{32}$ for practical reviews of the methodology.

**Conclusion**

While experimental research is the strongest method for establishing causality, it can be difficult to accomplish under many scenarios. Observational clinical research offers many design alternatives that may be appropriate if planned and executed carefully.
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